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Mossel and Vigoda (Reports, 30 September 2005, p. 2207) show that nearest neighbor interchange transitions, commonly used in phylogenetic Markov chain Monte Carlo (MCMC) algorithms, perform poorly on mixtures of dissimilar trees. However, the conditions leading to their results are artificial. Standard MCMC convergence diagnostics would detect the problem in real data, and correction of the model misspecification would solve it.

Phylogenetic inference has become an essential tool in the life sciences, with applications ranging from identification of virus transmission pathways to reconstruction of the universal ancestor of all life. Among the many approaches to the phylogeny problem, Bayesian inference with MCMC sampling has rapidly gained popularity in recent years because of its statistical rigor and computational efficiency. It is natural, then, that this approach has increasingly become the focus of detailed scrutiny.

Adequate mixing is essential to the success (convergence) of MCMC algorithms when sampling a Bayesian posterior probability distribution. Mossel and Vigoda (1) show that nearest neighbor interchange (NNI) transitions, which are commonly used in phylogenetic MCMC sampling, suffer from poor mixing when the data come from an equal mixture of two dissimilar trees. However, their theoretical results, which show an exponential increase in mixing time as more data were accumulated, and there would be no exponential increase in mixing time. Thus, the extreme phenomenon discussed in (1) only occurs under highly artificial settings and is unlikely to be encountered in real data.

Even when the proportions are not exactly equal, however, mixtures of trees can be difficult to analyze. This is true for all phylogenetic methods, not only for Bayesian MCMC inference. For instance, optimization methods, such as parsimony and maximum likelihood, may encounter difficulties because of isolated islands of near-optimal trees when the data are generated from tree mixtures. Fortunately, mixed tree signals are easily discovered in the Bayesian context by using standard MCMC convergence checking. We particularly recommend comparison of tree samples from independent runs, for some time invoked by default in our software (2, 3). This method readily detects slow convergence on tree mixtures (Fig. 1; Simple MCMC, NNI, and 1 heated chain, NNI).

Mossel and Vigoda (1) point out that single-run trace plots can be unreliable indicators of MCMC convergence, but this is well known among Bayesian MCMC practitioners (4–6). Inexperienced users can be misled when analyzing difficult phylogenetic problems, regardless of the method they choose. It is difficult to describe phylogenetic MCMC algorithms as particularly misleading when they may, through the multiple-run convergence diagnostics, offer some of the best tools phylogeneticists have today for detecting problems such as those caused by tree mixtures.

If convergence checking reveals an unexpected mixture of two conflicting phylogenetic signals, then one must conclude that the evolutionary model is misspecified and that the statistical results are of doubtful value regardless of whether convergence can be achieved. The correct approach is then to account for the tree mixture in the evolutionary model. This is easily done using existing software and a partitioned model (7) or a hidden Markov model or mixture model (8, 9). In the former case, the data are divided into fixed partitions before analysis; in the latter, the partitions are themselves variables. An analysis under one of these models not only would retrieve both of the underlying signals but also is likely to mix rapidly with NNI-like tree updates (Fig. 1; Simple MCMC, NNI, correct model).

For the phylogeneticist who insists on analyzing tree mixtures under an erroneous model assuming homogeneity, there are still two good options available. Metropolis coupling, now standard in phylogenetic MCMC analysis (4, 10), uses disparate starting points and heating to improve sampling efficiency. In fact, the default settings in MrBayes may often suffice for rapid convergence even on difficult tree mixtures like the one described by Mossel and Vigoda (Fig. 1; 3 heated chains, NNI). Mixing can also be improved by using a combination of tree updates, including some not in the NNI family (2, 3, 11, 12) (Fig. 1; Simple MCMC, subtree swapper).
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Fig. 1. We generated 10,000 binary characters on the mixture described by Mossel and Vigoda (five tips; α = 0.1) and compared tree samples from 20 independent MCMC runs (average standard deviation of partition frequencies). The slow mixing of naive MCMC implementations is readily detected (upper two curves) and disappears when using more standard MCMC schemes or when the model misspecification is corrected (lower three curves). Similar results were obtained when sampling from the equal mixture as more data were accumulated, and there would be no exponential increase in mixing time. Thus, the extreme phenomenon discussed in (1) only occurs under highly artificial settings and is unlikely to be encountered in real data.
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